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Abstract—Automatic generation control (AGC) is one of the important control problems in electric power system design and operation, and is becoming more significant today because of increasing renewable energy sources such as wind farms. The power fluctuation caused by a high penetration of wind farms negatively contributes to the power imbalance and frequency deviation. In this paper, a new intelligent agent-based control scheme, using Bayesian networks (BNs), is addressed to design AGC system in a multiarea power system. Model independence and flexibility in specifying the control objectives identify the proposed approach as an attractive solution for AGC design in a real-world power system. The BN also provides a robust probabilistic method of reasoning under uncertainty, and moreover, using multiagent structure in the proposed control framework realizes parallel computation and a high degree of scalability. The proposed control scheme is examined on the 10-machine New England test power system. An experimental real-time implementation is also performed on the aggregated model of West Japan power system.
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I. INTRODUCTION

Currently, wind is the fastest growing and most widely utilized renewable energy technology in power systems. The wind turbine generators have attracted an accelerated attention in recent years. Nowadays, due to the interconnection of more distributed generators, especially wind turbines, the electric power industry has become more complicated than ever. Since the primary energy source (wind) cannot be stored and is uncontrollable, the controllability and availability of wind power significantly differ from conventional power generation [1]. In most power systems, the output power of wind turbine generators varies with wind speed fluctuation, and this fluctuation results into frequency variation [2]. Some reports have recently addressed the power system frequency control issue, in the presence of wind turbines [3]–[9].

The conventional automatic generation control (AGC) designs are usually suitable for working at specific operating points, and they are not more efficient for modern power systems, considering increasing size, changing structure, emerging renewable energy sources, and new uncertainties. Most of the conventional AGC synthesis methodologies provide model-based controllers that are difficult to use for large-scale power systems with nonlinearities and uncertain parameters. On the other hand, most of the applied linear modern/robust control techniques to the AGC problem suggest complex control structure with high-order dynamic controllers, which are not practical for industry practices [10]. Therefore, it is expected that using intelligent AGC schemes in new environment to be more adaptive/ flexible than conventional ones, and is going to become an appealing approach. Over the years, several intelligent control techniques are used for the frequency regulation/AGC issue in the power systems: however, there are just few reports on the intelligent frequency control design in the presence of wind power units [8], [9]. This paper addresses a new intelligent methodology using Bayesian network (BN)-based multiagent control scheme to satisfy AGC objectives concerning the integration of wind power units.

The BN is known as a powerful tool for knowledge representation and inference in control systems with uncertainties and undefined dynamics [11]. They have been successfully applied in a variety of real-world engineering tasks, but they have received little attention in the area of power system control issues. The main feature of the BN is in the possibility of including local conditional dependences into the model, by directly specifying the causes that influence a given effect [12].

In this paper, the proposed BN-based multiagent AGC framework includes two agents in each control area to estimate the amount of power imbalance and provide an appropriate control action signal according to the load disturbances and tie-line power changes. In comparison of multiagent reinforcement learning (MARL)-based AGC design which has been already proposed by the authors in [8] and [13], the present control framework provides more simplicity in AGC design and more flexibility in AGC operation. A major merit of the BNs over many other types of predictive and learning models, such as reinforcement method, is in the possibility of representing the interrelationships among the dataset attributes.

To demonstrate the efficiency of the proposed control method, some nonlinear simulations on the New England 10-machine 39-bus test system, concerning the integration of wind power units, are carried out. A real-time laboratory experience on the aggregated model of West Japan power system (WJPS) is performed using the analog power system simulator (APSS) in the Re-
search Laboratory, Kyushu Electric Power Company, Japan. The results show that the proposed AGC scheme guarantees the optimal performance for a wide range of operating conditions.

This paper is organized as follows: A brief introduction on the BNs is given in Section II. The AGC system with wind farms (WFs) is discussed in Section III. In Section IV, the proposed intelligent BN-based multiagent AGC scheme is presented. The BNs construction and parameter learning are explained in Section V. Simulation results and laboratory experiment are provided in Section VI; discussion is given in Section VII, and, finally, the paper is concluded in Section VIII.

II. BAYESIAN NETWORKS

The BNs show a way to find the probability of future outcomes as a function of available data and current inputs. The BNs are able to handle incomplete datasets, allow one to learn about the causal relationships between different variables, and to make predictions in the presence of interventions. Since the BNs are based on learning methods, they are independent of environment conditions and can consider all kind of environment disturbances. Therefore, the BN approaches are not model based and are easily scalable for large-scale systems, such as real-world power systems.

A BN is a graphical model that efficiently encodes the joint probability distribution for a large set of variables. In the probabilistic graphical models, the nodes represent random variables, and the arcs represent conditional independence assumptions between variables. For independent variables, there is no arc between two nodes. The arcs’ pattern presents the graph structure. Hence, it provides a compact representation of joint probability distributions. For example, for N binary random variables, an atomic representation of the joint $p(x_1, \ldots , x_n)$ needs $O(2^n)$ parameters, whereas a graphical model may need exponentially fewer, depending on which conditional assumptions are considered [12].

In a BN, an arc from A to B can be informally interpreted as indicating that A “causes” B (or B is dependent to A); in this structure, A is the parent node of B and B is the child node of A. A BN consists of 1) an acyclic graph $G$; 2) a set of random variables $x = \{x_1, \ldots , x_n\}$ (the graph nodes) and a set of arcs that determines the nodes (random variables) dependencies; and 3) a conditional probability table (CPT) associated with each variable $(p(x_i | pa_i))$. Together, these components define the joint probability distribution for $x$. The nodes in $S$ are in one-to-one correspondence with the variables $x$. In this structure, $x_i$ denotes a variable and its corresponding node, and $pa_i$ represents the parents of node $x_i$ in $S$, as well as the variables corresponding to those parents. The lack of possible arcs in $S$ encodes conditional independences. In particular, given a structure $S$, the joint probability distribution for $x$ is defined by

$$p(x_1, \ldots , x_n) = \prod_{i=1}^{n} p(x_i | pa_i)$$ (1)

For technical review, see [11] and [12].

III. AUTOMATIC GENERATION CONTROL WITH WIND FARMS

The impact of WFs on the dynamic behavior of power system may cause a different system frequency response to a disturbance event. Since the system inertia determines the sensitivity of overall system frequency, it plays an important role in this consideration. A lower system inertia leads to faster changes in the system frequency following a load-generation imbalance. The addition of synchronous wind generation to a power system intrinsically increases the system inertial response [8], [10].

The impact of WFs on power system inertia is a key factor in investigating the power system AGC behavior in the presence of high penetration of wind power generation. To analyze the additional variation caused by wind turbines, the total effect is important, and every change in wind power output does not need to be matched one for one by a change in another generating unit moving in the opposite direction. However, the slow wind power fluctuation dynamics and total average power variation negatively contribute to the power imbalance and frequency deviation, which should be taken into account in the well-known AGC control scheme.

The conventional AGC model is well discussed in [10] and [14]. To generalize the conventional model, the updated area control error (ACE) signal should represent the impacts of wind power on the scheduled flow over the tie lines. The ACE signal is traditionally defined as a linear combination of frequency and tie-line power changes as follows [14]:

$$ACE = \beta \Delta f + \Delta P_{\text{tie}}$$ (2)

where $\Delta f$ is the frequency deviation, $\beta$ is the frequency bias, and $\Delta P_{\text{tie}}$ is the difference between the actual (act) and scheduled (sched) power flows for a given area with $m$ tie lines

$$\Delta P_{\text{tie}} = \sum_{j=1}^{m} (P_{\text{tie,act}_{j}} - P_{\text{tie,sched}_{j}}).$$ (3)

For a considerable amount of wind (W) power, its impact must be also considered with conventional (C) power flow in the overall area tie-line power. Therefore, the updated $\Delta P_{\text{tie}}$ can be expressed as follows:

$$\Delta P_{\text{tie}} = \Delta P_{\text{tie-C}} + \Delta P_{\text{tie-W}}$$

$$= \sum_{j=1}^{m} (P_{\text{tie-C,act}_{j}} - P_{\text{tie-C,sched}_{j}})$$
$$+ \sum_{j=1}^{m} (P_{\text{tie-W,act}_{j}} - P_{\text{tie-W,estim}_{j}}).$$ (4)

Using (2) and (4), an updated ACE signal can be completed as

$$ACE = \beta \Delta f + \sum_{j=1}^{m} (P_{\text{tie-C,act}_{j}} - P_{\text{tie-C,sched}_{j}})$$
$$+ \sum_{j=1}^{m} (P_{\text{tie-W,act}_{j}} - P_{\text{tie-W,estim}_{j}}).$$ (5)
where \( P_{\text{tie}, \text{act}} \), \( P_{\text{tie}, \text{sched}} \), \( P_{\text{tie}, \text{act}} \), and \( P_{\text{tie}, \text{estim}} \) are actual conventional tie-line power, scheduled conventional tie-line power, actual wind tie-line power, and scheduled wind tie-line power, respectively.

IV. PROPOSED INTELLIGENT CONTROL SCHEME

A. Control Framework

The overall view of the proposed control framework for typical area \( i \) is conceptually shown in Fig. 1. The control unit in each area presents two agents: 1) An estimator agent to estimate amount of load change; and 2) an intelligent BN-based controller agent to provide an appropriate supplementary control action signal. The objective of the proposed design is to regulate the frequency and tie-line power concerning the integration of wind power units with various load disturbances and achieve a desirable control performance.

The two-agent scheme entailed a minimum number of measurement/monitoring and control activities in a control area to track the AGC tasks. The controller agent uses \( \Delta P_{\text{tie}} \) and load demand change \( \Delta P_L \) signals to provide the control action signal \( \Delta P_C \). The estimator agent is responsible to estimate amount of load change.

B. Bayesian Network Structure

To find a clear view of the BN structure in the AGC synthesis, it is better to start by determining of the necessary variables for modeling. This initial task is not always straightforward. As a part of this task, one should: 1) correctly identify the modeling objective; 2) investigate important relevant observations; 3) determine what subset of those observations is worthwhile to model; and, finally, 4) organize the observations into variables having mutually exclusive and collectively exhaustive states.

In the process of a BN construction for AGC issue, the aim is to achieve the AGC objective and keep the ACE signal within a small band around zero using the supplementary control action signal. Then, the query variable in the posterior probability distribution is \( \Delta P_C \) signal, and the posterior probabilities according to possible observations are relevant to the AGC problem.

There are many observations that are related to the AGC problem; however, the best one that has the least dependence to the model parameters and causes the maximum impact on the frequency deviation and, consequently, ACE signal changes are load disturbance and tie-line power deviation signals. Then, the appropriate posterior probability that should be found is \( p(\Delta P_C | \Delta P_{\text{tie}}, \Delta P_L) \).

The \( \Delta P_{\text{tie}} \) can be practically obtained using measurement instruments. However, the \( \Delta P_L \) is one of the input parameters that is not directly measurable, but it can be easily estimated using a numerical/analytical method [10]. A simple method to estimate the amount of load change following a load disturbance is discussed in the next section. This estimation method is initially based on the measured frequency gradient and the specified system characteristics. Considering the AGC duty cycle (timescale), the total consumed time that is needed for the estimation process is not significant.

C. Estimation of Amount of Load Change

As mentioned, the estimator agent estimates the total power imbalance (amount of load change sensed in control area, \( \Delta P_L \)) by an assigned algorithm based on the following analytical method. Consider the \( i \)th generator swing equation for a control area with \( N \) generators (\( i = 1, \ldots, N \))

\[
2H_i \frac{d\Delta f_i(t)}{dt} + P_{\text{di}}(t) = \Delta P_{\text{mi}}(t) - \Delta P_{\text{ti}}(t) = \Delta P_{\text{di}}(t)
\]

where \( \Delta P_{\text{mi}} \) is the mechanical power, \( \Delta P_{\text{ti}} \) is the load demand (electrical power), \( H_i \) is the inertia constant, \( D_i \) is the load damping, and \( \Delta P_{\text{di}}(t) \) represents the load-generation imbalance. By adding \( N \) generators within the control area, one obtains the following expression for the total load-generation imbalance:

\[
\Delta P_D(t) = \sum_{i=1}^{N} \Delta P_{\text{di}}(t) = 2H \frac{d\Delta f(t)}{dt} + D \Delta f(t).
\]

Equation (7) shows the multimachine dynamic behavior by an equivalent single machine. Using the concept of an equivalent single machine, a control area can be represented by a lumped load generation model using an equivalent frequency \( \Delta f \), system inertia \( H \), and system load damping \( D \) [10]

\[
\Delta f = \Delta f_{\text{sys}} = \sum_{i=1}^{N} \left( H_i \frac{\Delta f_i(t)}{\sum_{i=1}^{N} H_i} \right)
\]

\[
H = H_{\text{sys}} = \sum_{i=1}^{N} H_i, \quad D = D_{\text{sys}} = \sum_{i=1}^{N} D_i.
\]

The magnitude of total load-generation imbalance \( \Delta P_D \), after a while, can be obtained from (7)

\[
\Delta P_D = D \Delta f
\]

where

\[
\Delta P_D = \Delta P_m - \Delta P_L - \Delta P_{\text{tie}}
\]

\[
\Delta P_m = \sum_{i=1}^{N} P_{\text{mi}}, \quad \Delta P_L = \sum_{i=1}^{N} P_{\text{ti}}.
\]

and \( \Delta P_{\text{tie}} \) is defined in (4). The total mechanical power change indicates the total power generation change due to governor action, which is in proportion to the system frequency deviation [14]

\[
\Delta P_m \equiv \Delta P_g = -\frac{1}{P_{\text{sys}}} \Delta f.
\]
The total load change in a control area is proportional to the system frequency deviation. Neglecting the network power losses, \( \Delta P_D(t) \) shows the load-generation imbalance proportional to the total load change. Using (7), the magnitude of total load-generation imbalance immediately after the occurrence of disturbance at \( t = 0^+ \) s can be expressed as follows:

\[
\Delta P_D = 2H_{\text{sys}} \frac{d\Delta f}{dt}.
\]  

Equations (11) and (15) give

\[
\Delta P_L = \Delta P_m - 2H_{\text{sys}} \frac{d\Delta f}{dt} - \Delta P_{\text{tie}}
\]

where \( \Delta f \) is the frequency of the equivalent system. To express the result into a suitable form for sampled data, (16) can be represented in the following difference equation:

\[
\Delta P_L(T_S) = \Delta P_m(T_S) - \frac{2H_{\text{sys}}}{T_S} [\Delta f_1 - \Delta f_0] - \Delta P_{\text{tie}}(T_S)
\]

where \( T_S \) is the sampling period. \( \Delta f_1 \) and \( \Delta f_0 \) are the system equivalent frequencies at \( t_0 \) and \( t_1 \) (the boundary samples within the assumed interval), respectively. To find more detail on the load change estimation, see [10].

V. IMPLEMENTATION METHODOLOGY

A. Bayesian Network Construction

After determining the most worthwhile subset of the observations (\( \Delta P_{\text{tie}}, \Delta P_L \)), in the next phase of the BN construction, a directed acyclic graph that encodes assertion of conditional independence is built. It includes the problem random variables, nodes’ conditional probability distribution, and nodes’ dependences.

The basic structure of the needed graphical model for the AGC issue, which is shown in Fig. 2, is built based on the prior knowledge of the problem. According to (2), since the ACE signal is dependent on the frequency and tie-line power deviations, they will be the parent nodes of the ACE signal (control input) in the BN graphical model, and since frequency deviation is dependent on the load disturbance and tie-line power deviation, they will be parent nodes of \( \Delta f \). Since \( \Delta P_C \) as the controller output is considered to be dependent on the ACE signal only, ACE node is the parent node for the control action signal.

Using the ordering (\( \Delta P_{\text{tie}}, \Delta P_L, \Delta f, \text{ACE}, \text{and } \Delta P_C \)) and according to Fig. 2, the conditional dependences are described as follows:

\[
p(\Delta P_L | \Delta P_{\text{tie}}) = p(\Delta P_L)
\]

\[
p(\Delta P_{\text{tie}} | \Delta P_L) = p(\Delta P_{\text{tie}})
\]

\[
p(\Delta f | \Delta P_L, \Delta P_{\text{tie}}) = p(\Delta f | \Delta P_L, \Delta P_{\text{tie}})
\]

\[
p(\text{ACE} | \Delta P_{\text{tie}}, \Delta P_L, \Delta f) = p(\text{ACE} | \Delta P_{\text{tie}}, \Delta f)
\]

\[
p(\Delta P_C | \text{ACE}, \Delta P_{\text{tie}}, \Delta P_L, \Delta f) = p(\Delta P_C | \text{ACE}).
\]  

In a BN, the aim is to find the probability distribution of the graphical model nodes from training data (parameter learning) and, then, do inference task according to the observation. In the graphical model, each node has a probability table and nodes with parents have CPTs (because they are dependent to their parents). The graphical model of the AGC problem (see Fig. 2) is based on the right side of the described relationships in (18).

In the next step of the BN construction (parameter learning), the local conditional probability distributions \( p(x_i | p_a) \) must be computed from the training data. Probability and conditional probability distributions related to the AGC issue, according to Fig. 2, are \( p(\Delta P_{\text{tie}}), p(\Delta P_L), p(\Delta f | \Delta P_L, \Delta P_{\text{tie}}), p(\text{ACE} | \Delta P_{\text{tie}}, \Delta f), \) and \( p(\Delta P_C | \text{ACE}) \). To find these probabilities, the training data matrix should be provided.

Here, BNs toolbox (BNT) [15] is used for probabilistic inference of the model. The BNT uses the training data matrix and finds the conditional probabilities that are related to the graphical model variables (as the parameter learning phase). Once a BN is constructed (from prior knowledge, data, or a combination), various probabilities of interest from the model can be determined [16]. For the problem at hand, it is desired to compute the posterior probability distribution on a set of query variables, given the observation of another set of variables called evidence. The posterior probability that should be found is \( p(\Delta P_C | \Delta P_{\text{tie}}, \Delta P_L) \).

This probability is not stored directly in the model, and, hence, needs to be computed. In general, the computation of a probability of interest, given a model, is known as probabilistic inference.

B. Parameter Learning

As shown in the graphical model of a control area (see Fig. 2), the essential parameters that are used for the learning phase among each control area of a power system can be considered as \( \Delta P_{\text{tie}}, \Delta P_L, \Delta f, \text{ACE}, \) and \( \Delta P_C \). In order to find a related set of training data (\( \Delta P_{\text{tie}}, \Delta P_L, \Delta f, \text{ACE}, \Delta P_C \)) for the sake of parameter learning phase, one can provide a long-term simulation for the considered power system case study in the presence of various disturbance scenarios. This large learning set is partly complete and it can be used for parameter learning issue in the power system with a wide range of disturbances. Since the BNs are based on inference and new cases (that may not include in the training set) can be inferred from the training table data, it is not necessary to repeat the learning phase of the system for different amounts of disturbances occurred in the system.

After providing the training set, the training data related to control areas are given to the BNT separately. The BNT uses the input data and do the parameter learning phase for
each control area’s parameters. It finds prior and conditional probability distribution related to that area’s parameters, i.e., \( p(\Delta P_L) \), \( p(\Delta P_{tie}) \), \( p(\Delta f|\Delta P_L, \Delta P_{tie}) \), \( p(ACE|\Delta P_{tie}, \Delta f) \), and \( p(\Delta P_{tie}|ACE) \). Following completing the learning phase, the power system simulation will be ready to run and the proposed model uses inference phase to find an appropriate control action signal \( \Delta P_{tie} \) for each control area.

During simulation stage, the inference phase is done as follows: At each time step, corresponding controller agent of each area gets the input parameters \( (\Delta P_{tie}, \Delta P_L) \) of the model, and digitizes them for the BNT (the BNT does not work with continuous values). The BNT finds the posterior probability distribution values \( p(\Delta P_{tie}|\Delta P_{tie}, \Delta P_L) \) related to each area. Then, the controller agent finds the maximum posterior probability distribution from the return set, and gives the most probable evidence \( \Delta P_{tie} \) in the control area.

VI. APPLICATION RESULTS

In order to illustrate the effectiveness of the proposed intelligent control strategy, it is first examined on the well-known New England 10 generators, 39-bus system as a test case study. Then, an experimental real-time application on the aggregated model of WIPS is explained. The results in both test systems are compared with the application of MARL AGC approach which is presented by authors in [8] and [13].

A. New England Test System

The New England test system is widely used as a standard system for testing of new power system analysis and control synthesis methodologies. This system has 10 generators, 19 loads, 34 transmission lines, and 12 transformers. The test system is updated by adding two WFs in buses 5 and 21. A single-line diagram of the updated system with simulation parameters is given in [8]. The system is divided into three areas. There are 198.96 MW of conventional generation, 22.67 MW of wind power generation, and 265.25-MW load in Area 1. In Area 2, there are 232.83 MW of conventional generation and 232.83-MW load. In Area 3, there are 160.05 MW of conventional generation, 22.67 MW of wind power generation, and 124.78 MW of load.

In this study, similar to the real-world power systems, it is assumed that conventional generation units are responsible to provide spinning reserve for the sake of load tracking and the AGC task. However, it is assumed that only one generator in each area is responsible for the AGC task: G1 in Area 1, G9 in Area 2, and G4 in Area 3. For the sake of simulation, random variations of wind velocity have been considered. Dynamics of wind turbines, including the pitch angle control of the blades, are also considered [1]. The startup and rated wind velocity for the WFs are specified as about 8.16 and 14 m/s, respectively. Furthermore, the pitch angle controls for the wind blades are activated only beyond the rated wind velocity. The pitch angles are fixed to 0° at a lower wind velocity below the rated one.

In the performed application, the important inherent requirement and basic constrains, such as governor dead band and generation rate constraint, that are imposed by physical system dynamics are considered. For the sake of simulation, three step load disturbances are simultaneously applied to the three areas: 3.8% of total area load at bus 8 in Area 1, 4.3% of total area load at bus 3 in Area 2, and 6.4% of total area load at bus 16 in Area 3. Using the simulation, the training table rows can be built in a format that is shown in Table I. The applied step load disturbances \( \Delta P_{tie}(\mu.u.) \), the output power of WFs \( P_{WT} \) (megawatt), and the wind velocity \( V_W \) (meter/second) are shown in Fig. 3. The impact of wind power fluctuation on the system frequency for the same test system is, comprehensively, discussed in [8] and [18].

A simple presentation of probability tables using the proposed graphical model (see Fig. 2), according to the training data, after parameter learning phase for the test system is shown in Table IV (see Appendix). Some samples of returned posterior probability distribution values \( p(\Delta P_{tie}|\Delta P_{tie}, \Delta P_L) \) from BNT environment are also shown in Table II. The frequency deviation \( \Delta f \) and ACE signals of the closed-loop system are shown in Figs. 4 and 5, respectively. According to the returned posterior probabilities distribution values, the control action signals for three control areas are shown in Fig. 6. The fast movements in wind power output are combined with movements in load and other resources, and it is seen that the power system response is affected by the wind power fluctuation.
It is shown that using the proposed method, the ACE and frequency deviations in all areas are properly driven close to zero in the presence of wind turbines and load disturbance.

### B. Real-Time Laboratory Experiment

Since the AGC as a supplementary control is known as a long-term control problem (few seconds to several minutes [10]), it is expected that the proposed AGC methodology to be successfully applicable to the real-world power systems.

To illustrate the capability of the proposed control strategy in real-time AGC applications, an experimental study has been performed on the large-scale APSS in the Research Laboratory, Kyushu Electric Power Company. For the purpose of this study, a longitudinal four-machine infinite bus system representing the WJPS network is considered to be the test system. A single line diagram of the study system is shown in Fig. 7(a). All generator units are thermal type, with separately conventional excitation control systems. The set of four generators represents a control area (Area I), and the infinite bus is considered to be other connected systems (Area II). The detailed information of the system and the parameters of each generator unit and its associated turbine system (including the high-pressure, intermediate-pressure, and low-pressure parts) are given in [17]. Although in the given model the number of generators is reduced to four, it closely represents the dynamic behavior of the WJPS.

The whole power system [shown in Fig. 7(a)] has been implemented using the APSS. Fig. 7(b) shows an overview of the applied laboratory experiment devices including the generator panels, monitoring displays, and control desk. The proposed control scheme, including estimator and controller agents, has been built in a personal computer connected to the power system using a DSP board equipped with A/D and D/A converters. The converters act as the physical interfaces between the personal computer and the analog power system hardware.

The performance of the closed-loop system is tested in the presence of load disturbances. The nominal area load demands are also fixed at the same values given in [17]. Almost 10% of total demand power is supplied by the installed WF in bus 9. For the first scenario, the power system is tested following a step load increase of 0.06 p.u. The participation factors for Gen 1, Gen 2, Gen 3, and Gen 4 are fixed at 0.4, 0.25, 0.20, and 0.15, respectively. The applied step disturbance and the closed-loop system response including frequency deviation $\Delta f$ and tie-line power change $\Delta P_{tie}$ are shown in Fig. 8. This figure shows that

| AGC Scheme | $|\text{ACE}_{\text{median}}|$ (pu) | $|\text{ACE}_{\text{max}}|$ (pu) | $|\text{ACE}_{\text{min}}|$ (pu) |
|------------|---------------------------------|---------------------------------|---------------------------------|
| BN-based   | 0.0039                          | 0.0040                          | 0.0047                          |
| MARL-based | 0.0060                          | 0.0058                          | 0.0070                          |
Fig. 7. Performed laboratory experiment. (a) Block diagram representation. (b) Physical configuration.

Fig. 8. System response following a 0.06 p.u. step load change. Proposed multiagent BNs method (solid line) and MARL method (dashed line).

Fig. 9. System response following a sequence of step load changes. Proposed multiagent BNs method (solid line) and MARL method (dashed line).

Fig. 10. System response for a sequence of load changes. Proposed multiagent BNs method (solid line) and MARL method (dashed line).

As a severe test scenario, the power system is examined in the presence of a sequence of step load changes. The load change pattern and the system response are shown in Fig. 9. The obtained results show that the designed controllers can ensure good performance despite load disturbances. It is shown that the proposed intelligent AGC system acts to maintain area frequency and total exchange power close to the scheduled values by sending corrective smooth signal to the generators in proportion to their participation in the AGC task. Better transient and regulation performance for BN method in experimental study is due to the capability of BN-based AGC scheme against uncertain and incomplete model information. Since the infinite bus cannot behave similar to an actual control area, the present test system can be considered to be a suitable example to evaluate AGC control schemes.

Under conditions of uncertainty, the BN-based control agent (using a more flexible software and protocol structure [19]), which provides a more robust learning method with a less dependence to environment conditions, is capable to represent a better performance than the MARL method. For the sake of comparison, the closed-loop system is examined in the presence of conventional PI-based AGC system (which is well tuned by the expert operators of the APSS) for the aforementioned two disturbance scenarios. The real-time simulation results are shown in Fig. 10. The experimental results illustrate that the system performance using the proposed BN-based multiagent controller is quite better than the MARL technique and conventional-based AGC schemes.

VII. DISCUSSION

The AGC in multiarea power systems is known as one of the important power system control problems concerning the integration of renewable power energy sources such as wind power turbines. For the AGC systems of tomorrow, the structural flexibility and having a degree of intelligence are highly important. The core of such intelligent AGC system in the form of multiagent system (MAS) should be based on flexible intelligent algorithms, advanced information technology, and fast communication devices. In such systems, agents require real-time responses and must eliminate the possibility of massive communication among agents.
AGC system [20], one can provide a long-term simulation for generating units. The controller agent uses the received data from the estimator agent to provide appropriate control action signals for the participating generating units.

For the sake of learning process for the neural-network-based AGC system [20], one can provide a long-term simulation for the considered power system in the presence of various test scenarios. Since the BN is inference-based logic and new cases can be inferred from the training table data, it is not necessary to apply huge amount of data for the learning process. The possibility of representing the interrelationships among the dataset attributes is also a major advantage of the BNs over many other types of learning and predictive models, such as reinforcement method. Furthermore, the model independence and flexibility in specifying the control objectives identify the proposed approach as an attractive solution for AGC design in a real-world power system. The BN also provides a robust probabilistic method of reasoning under uncertainty, and moreover, using multiagent structure in the proposed control framework realizes parallel computation and a high degree of scalability.

The main advantages of the proposed BN-based MAS scheme for the AGC application can be summarized as follows: 1) Simplicity and intuitive model building that is closely based on the physical power system topology; 2) easy incorporation of uncertainty and dependence in the frequency response model; 3) capability to monitor the probability of any variable in the whole system; 4) propagation of probabilistic information that allows a large range of what-if analysis which is useful in wide area monitoring and control; and 5) independent to the power system parameter values such as frequency bias factor.

VIII. Conclusion

The MAS concepts and its great potential value to the AGC systems have been discussed, and it is shown that the BNs can provide a useful adaptive control technique that can be easily applicable in the AGC design in multiarea power system. In this paper, BN-based multiagent control methodology is proposed for AGC synthesis concerning the integration of wind power units in a large-scale power system.

The proposed method was applied to the New England power test system. An experimental examination is also performed in APSS laboratory, Kyushu Electric Power Company. The results show that in comparison of designed agent-based reinforcement learning control and conventional AGC design, the new intelligent AGC scheme presents a desirable performance.

In addition to the regulating area frequency, the AGC system should control the net interchange power with neighboring areas at scheduled values. Therefore, a desirable AGC performance is achieved by effective adjusting of generation to minimize frequency deviation and regulate tie-line power flows. The AGC system realizes generation changes by sending signals to the under control generating units. Since the BNs are based on inference, it is not necessary to use a large amount of simulation data for numerous test scenarios during the learning process. Furthermore, the model independence, scalability, and flexibility in specifying the control objectives are important features of the new intelligent AGC approach.

As a future work, the authors are working on the AGC design for a modern power system in an open market environment using accuracy-based learning classifier system with continuous-valued inputs (known as XCSR) method.
ACKNOWLEDGMENT

The authors would like to thank Y. Sato, K. Fujii, K. Tanaka, and M. Kanazawa for their help in successful doing of laboratory tests.

REFERENCES


Hassan Bevrani (S’94–M’04–SM’08) received the Ph.D. degree in electrical engineering from Osaka University, Osaka, Japan, in 2004.

From 2004 to 2006, he was a Postdoctoral Fellow with Kumamoto University, Kumamoto, Japan. From 2007 to 2008, he was a Senior Research Fellow with the Queensland University of Technology, Brisbane, Australia. From 2009 to 2010, he was a Professor with Kumamoto University. Since 2000, he has been an Academic Member with the University of Kurdistan, Sanandaj, Iran. His current research interests include smart grids, intelligent and robust control applications in power system and power electronic industry.

Fatemeh Daneshfar received the B.Sc. degree in electrical and computer engineering from the University of Tehran, Tehran, Iran, and the M.Sc. degree in artificial intelligence from the University of Kurdistan (UK), Sanandaj, Iran, in 2003 and 2009, respectively.

She was the Chairperson of the UOK-IEEE student branch from fall 2008 to fall 2009. She is currently a Lecturer with the Department of Electrical and Computer Engineering, UOK. Her research interests include multiagent systems and intelligent solutions for control systems.

Takashi Hiyama (M’86–SM’93) was born in Japan. He received the B.E., M.S., and Ph.D. degrees from Kyoto University, Kyoto, Japan, in 1969, 1971, and 1980, respectively, all in electrical engineering.

Since 1989, he has been a Professor with the Department of Electrical and Computer Engineering, Kumamoto University, Kumamoto, Japan. His current research interests include the application of intelligent systems to power system operation, management, and control.

Dr. Hiyama is a member of the Institute of Electrical Engineers of Japan, the Society of Instrument and Control Engineers of Japan, and the Japan Solar Energy Society.